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Agenda

• Overview of Comparison 
Techniques

• Examples of distance and 
statistical approaches 

• ORA example
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Comparison Techniques

• Visualization
• Distance
• Statistical approaches

– Summary statistics
• Confidence intervals for measures
• Node level statistics

– QAP Models & MrQAP
• Discussed in Day 3 Talks

9 June 2020 4Christine Sowa

Comparison by Visualization

• Padgett Medici 
Banking Ties

• Padgett Medici 
Marriage Ties
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See Differences by Utilizing ORA 
Tiles

• Banking Ties
• Nodes sized by betweenness and 

colored by degree

• Marriage Ties
• Nodes sized by betweenness 

and colored by degree
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Overlaying Networks in ORA
• Red ties are banking
• Blue ties are marriage 
• Nodes sized by betweenness and colored by degree
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Comparison Technique: Distance
• If a network is treated like a string, then the 

distance between two strings can be calculated 
by a number of metrics

• Most common distance metrics for networks
– Hamming 

• Binary
– Euclidean

• Non-binary
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First Distance Technique: 
Hamming Distance

• The Hamming Distance of two networks (with the 
same nodeset) is the number of times a link 
exists in one network but not the other.

• In ORA, it’s found in the Key Entities Ranking 
report.

• It’s reported as a percentage:
– Hamming Difference = 100*(Max possible distance –

Hamming)/Max possible distance
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Hamming Distance Example
• Take the following two networks and convert 

them to binary strings:

• There are 5 
differences between 
the two strings. The 
unnormalized 
hamming distance is 
5.

• Since there are 20 
possible links, the 
normalized hamming 
distance is 5/20 = .2 
or 20%.
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Variation of Hamming Distance: 
Damerau-Levenshtein Distance

• Damerau-Levenshtein Distance is the distance 
found by counting the minimum number of 
operations needed to transform one string into 
the other.

• Operations include:
– Insertion
– Deletion
– Substitution of a single character
– Transposition of two adjacent characters 
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Finding Distances Using Non-
Binary Data

• Euclidean Distance
– Physical interpretation of distance
– Square root of sum of squares of differences between 

cells
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Analyzing Social Networks Using 
Statistics

• We can use statistical analysis to estimate how 
precise a given description is when comparing 
groups.

• Assumptions:
– Descriptive statistics are fine
– Standard error is needed
– Ideally want to not have strong assumptions about how 

the network was generated
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Comparing Networks: More 
Florentine Families
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Distributions of Node Level Metrics
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Distributions of Node Level 
Statistics

• Banking Network
– Mean = .0724
– Std. Deviation = .08898

• Marriage Network
– Mean = .1467
– Std. Deviation = .1133
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Comparing Node Level Statistics
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Percentage Difference

• Given two networks, A and B.
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• If B is greater than A, the result will be negative
• Any two metrics can be compared this way 
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When Key Actors are Removed 
from the Network

• Redundancy decreases
• Intellectual property is removed or decreased
• Performance, adaptability, and information 

diffusion are altered

• Cellular networks can withstand high levels of 
turnover
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Violated Assumptions when 
Comparing Two Networks

• Networks have row/column dependencies
• Each entry is a dyad, and dyads aren’t

independent
• This violates the assumption of standard statistics
• Violation of the assumption leads to explanatory 

power attributable to interdependence between 
nodes that is falsely attributes to the covariates

• Solutions would either require dummy 
row/column data or estimating a covariance 
matrix…
– Empirical standard errors can estimate errors by using 

permutations of the dataset (QAP / MRQAP)
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Demonstration in ORA


