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COVID-19 and Hate Speech

e Hate speech is:
- Negative or abusive language
- Targeting or discriminating against a disadvantaged group

e Distinct from merely offensive language
- Offensive language may use profanities but not always be
targeted toward some marginalized population

- Hate speech may also include implicit negative cues without
explicit use of abusive terms
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Definition/s of hate speech

T
e Hate speech is:

- Negative or abusive language
- Targeting or discriminating against a disadvantaged group

e Distinct from merely offensive language

- Offensive language may use profanities but not always be
targeted toward some marginalized population

- Hate speech may also include implicit negative cues without
explicit use of abusive terms
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Hate speech as a social phenomenon

e Language does not exist in a vacuum
- It is perpetuated by groups
- It is committed against groups

e Over time, it is important to see how hate

speech shapes social interaction
- Formation of communities
- Accrual of individual influence
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Value of a dynamic network perspective

e Network science helps us:

- Understand large-scale and complex patterns of relationships
- See a social phenomenon at multiple scales

e Dynamic network methods are:

- Interoperable with machine learning and other cutting-edge
computational tools

— Enable intuitive visualizations
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Objectives of this case study

I
e In the context of the COVID-19 pandemic:

- How can we empirically examine hate speech in its socially
networked setting?

- How can we characterize individuals and groups which do and
do not engage in hate speech?
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A QUICK DETOUR

WHAT IS HATE SPEECH?
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Can we use a data-driven method to figure

out what hate speech “is"?
T
¢ 24K tweets labeled as hate speech,

offensive language, or neither
- 1430 hate speech (5.77%)

- 191909 offensive language (77.43%)

- 4163 neither (16.80%)

e Measured linguistic cues using Netmapper
— Ran ANOVA tests to see statistically significant differences
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Abusives are most significant; absolutist,

exclusive, and power words non-significant.
TN

oo

”

- 04
”

e [ — - — .

poweriust powersatety

log(Fval)

posie
feature

The above plot depicts F values of one-way ANOVA (log scale).
Bars are colored by p-value, with darker shades corresponding to lower p-values.
A dashed line represents the critical F value (log scale) at an alpha = .05.
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Hate speech uses negative and abusive terms,
second-person language, and identities.
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The above plot depicts the mean values of different linguistic indicators across categories.
Error bars correspond to 95% confidence intervals.
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Significant main effects detected only for:
positive terms, abusive terms, and complexity.
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The above plot depicts coefficient values of ‘main effects’ (i.e., no interactions) in logistic regression
classifying hate speech against regular and offensive language.
Error bars correspond to 95% confidence intervals.
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" But many interaction effects distinguish
hate from regular and offensive speech
g peech.
readingDifficulty )
Hate speech is complex and
uses more second-person language
kisniss but less abusive terms.
abusive
Hate speech combines absolutist
- exclughve and exclusive language.
4
g
absolutist
Hate speech combines identities with
thirg absolutist and first-person language.
second -0.07
o Interestingly, for hate speech, abusive terms
first -0.16 o 001 interact only a little with other features, likely
F S o Deai o T Do because we are classifying against offensive
irst secon thirc absol ullsvtaéxc usive abusive identitieseadingDifficulty Ianguage.
The above plot depicts the estimated interaction effects in logistic regression
classifying hate speech from regular and offensive language.
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But many interaction effects distinguish

hate from regular and offensive speech.
T
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The above plot depicts the estimated interaction effects in logistic regression
classifying hate speech from regular and offensive language.
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Ablation analysis further suggests most crucial identifiers of hate
speech are complexity, abusives, and positive/negative terms.

Ablation Analysis for Hate Speech
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To perform ablation analysis, we trained classifiers to perform hate speech classification while removing one predictor at a time.
Values presented are percent difference in F1 score compared to model trained on full data. Higher values suggest greater importance for the variable.
The two models used for these experiments were a logistic regression classifier and a 100-tree random forest.
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Machine Learning Classifier

e Training Procedure

- Oversampling during training to have equal proportions across
categories

— 70-20-10 train-validate-test split

e Evaluation
— Measure accuracy, F1 (‘weighted’) scores
— Compare against random baseline
— Choose classifier with best validation performance
- Final evaluation on test set
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Random forest with 50 trees gives best validation
performance with decent improvement over baseline.

TN
Performance Measures Improvement Measures
90.0% i 18.00%
metric
= train_acc i
[} i [ metric
=1 = train_f1 =1
ﬁso 0% = valid_acc © 14.00% = diff_acc
> = valid_f1 > - diff_f1
= dumb_acc
= dumb_f1
70.0% 10.00%
e o P [
1 2 3 4 0 1 2 3 4
log(ntrees) log(ntrees)

Test accuracy is 76.40% ||| Test F1 score is 76.74%
Accuracy improvement is 22.51% ||| F1 improvement is 21.85%
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RESULTS
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Data (Preliminary — to be expanded)

e Twitter data
— Collected using REST API
- Terms: #COVID19US
*At some point official hashtag used for

pandemic discourse specific to the United
States

- Dates: March 5 - 25 (21 days)
> data available already up to May still processing
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Exploratory questions

e How much hate speech and offensive
language do we detect in online discussion
of the #COVID19US hashtag?

e How much bot activity do we detect in
online discussion of the #COVID19US
hashtag?

e Are the two quantities related?
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Method

e Hate speech detection

- Features: Linguistic cues associated with psychological states
(see Pennebaker)

- Model: Random forest with 40 estimators
eTrained on open dataset of hate speech,
offensive language, normal language

eAchieved ~97% training accuracy and F1;
~75% testing accuracy and F1

e Network analysis with ORA
- Visualization of agent x agent networks
“s“ - Visualization of lexical networks for hate speech

Q) @\

June 2020
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"% Relative levels of hate appear to fluctuate
over time.
I
e #COVID19US discourse is
dominated by language

that is neither offensive lllllllllllllllllllll

nor hate speech

e However, noticeable

3 50% M hate
proportions of the latter : e
persist
- Between 8-17% hate
speech
- Between 7-30% offensive . B, 5 .
HSI
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- Are bots driving hate speech and offensive
language? Results suggest they do not.

e Bot activity over time is
negatively correlated to both

offensive language and hate
speech
o / /\ category

e Bot activity instead positively wn] N \\/ yASES 2 S

correlated with normal speech M
hate offensive normal bots T —
hate 1.0000000 0.1269184 -0.4097136 -0.3371000

offensive 0.1269184 1.0000000 -0.9568375 -0.8094684

values

normal -0.4097136 -0.9568375 1.0000000 0.8431966 ‘cume
bots -0.3371000 -0.8094684 0.8431966 1.0000000
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S What is striking, however, is the apparent
formation of hate communities.
I

e Networks of users deploying hate speech appear to grow more
well-defined over time

March 14 March 25

Figures depict agent x agent networks (replies + retweets + mentions).
Agents colored based on use of hate speech (red), offensive language (orange), and neither (blue).
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- Quantifying community formation:

Hate entropy as a measure of randomness
.

e Entropy measures level of disorder
or randomness in a system
e Higher-entropy system: Less

e Computation homophily

- Suppose there are N possible 0000 p; = 0.5,p, = 0.5
1 = Y.0,p2 = U.

labels for a system of nodes 000 -
~ Then for label k in {1, 2, ... N3}, ®:ntropy - 0.6931472

we define: e Lower-entropy system: More

homophily
_ #nodes with label k

Pk = ™ total nodes C0®®, -0.3875,p, =0.125
e Entropy = 0.3767702
- Entropy = -X}_, pi logp
e As hate speech grows more
clustered, we expect hate entropy to
go down

24
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Hate entropy metric shows that distribution of
hate speech is /ess random, more clustered.
T—

e Procedure for calculation:

- Produce Louvain clusters
over Agent x Agent network
(All Communication)

- Take only subset of Louvain
clusters with size > 10

- Compute entropy of hate
class labels per cluster

- Take mean over time

Hate Entropy in #C0OVID19US Twitter Conversation

Hate Entropy

15 20

0 5 10
Days

Interestingly, still not correlated to bot activity — is the hate speech organic?
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Some Takeaways

e Hate speech is an important yet challenging problem to
examine in the context of a global pandemic

e It is important to see hate speech as both a linguistic and
socially networked phenomenon

e Interoperable pipelines of network science and machine
learning tools can help us approach the problem empirically

e Policies designed to respond to hate speech and other social
cyber-security issues must be grounded in multidisciplinary
and multi-methodological perspective
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METHODOLOGY
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Tools

1.Netmapper
+ To measure use of abusive terms
+ To measure use of identity terms

2.0RA

« To visualize social interactions
+ To measure important network metrics

Carnegie Mellon
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Instructions for Netmapper: Loading data

* Load files into Netmapper [~
using the Import Tweets

Files] Advanced Settings Delete Lists Thesauri

b u tt on Domain Thesaurus Add || Remove

Domain Delete List Add || Remove

* We want the following —
files: conceps ot ety [CRB] [ |
B COVIdhate_20200309"]'son Input Files Add Raw Text File || Remove File Import CSV mp\ane‘
- COVId hate_202003 14 .Json Invoke a dialog to import twitter files in JSON format. Each file must have at I

- covidhate_20200319.json

File Name  Akan Amharic  Arabic  Armenian  Assamese Awadhi  Azerbaijani Balochi
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Instructions for Netmapper: Analysis

- Map JSON Files x
e Make sure relevant °
- Profile: Custom Profile ~
Netmapper fields match e
their corresponding JSON 35N il Feii e
- user.id_str Author A
fields Crented ot S
. contributors Select... ~
— Author: user.id_str coordinates Select... S
display_text_range Select... ~
— Date: created_at enities hashtagelLindices Selodt.. =
. entities. hashtags[ ].text Select... ~
- Tweet ID: Id_Str entities.medial].display_url Select... o
entities. medial].expanded_url Select... ~
- Text: fU”_teXt entties. media[].id Select... v
entities.media[].id_str Select... v
entities. media[ ].indices Select... ~
entities. media[].media_url Select... v
e Run and save Netmapper rtlics el mede_u s | Seled z
. entities. media[].sizes.large.h Select.... v
f| I es entities. medial].sizes.large.resize | Select... ~
. entities. media[ ].sizes.large.vs Select... ~
- Make sure we are getting enttesmedall szesmedumn | Selects g,
“usage measures” ok | [ LoadFrofile || Save Profie | | dlearAl | [ Cancel

: 31
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Instructions for ORA: Loading data

NN
Create a separate dynamic
Import Twitter data meta-network per file

8% Import Data into ORA X 8% Import Data into ORA X
‘What would you ke to do? Description Select the twitter data format:
Import ane 3 Twitter 150N |
X Design a meto-network Select one or more data fles:

) Import Exce o text delmied fles
6 Import from anceher anaysstool esledsd —
5 mport XML network data (] ol segarate dynamic ie-netiri oo
5 mport athr dota formets
A sson data Custom Atributes
BN vitter data| "
& sograckers cata ~
& Gb deta
& voutube dota [ create only nodes
& Talkwalker data
R [ Anomymiz teeter names

& Nexalntelligence data N
v Filter options:

3 fles selected Browse

K survy Markey da [ltgore tweets before: | 23] [ 5] oo
A shapeie date o =
7 Bibliography & Citations data [ ignore tweets after: | 2020 3 [May 18/%] at oo

A T cats [ import Location nodes and netvorks
2 impor Emai

2] import URL nodes and netviorks
2 import from a database P

The controls its contents. Seps 2 space, sami-colon, or comma.
Leave a lst blank to disable the fter.

Fite by tweet message words:
hccept:
Reject:

Fiter by tweet language:
Accept:
Reject:

concel || <Back || mea> || Fsh concel || <Back | Hed- | Famsh

=
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Instructions for ORA: Loading attributes

Load attributes only for

Agents

Use the appropriate

“usage_measures” files

88 Import Data into ORA x
O Import into  new nodeset:
Clss: [Agent
D: [agent
© Importnto the axsting nodesets: 2 Open X
[l Agent
[ ¥asiiag Lookin: | 02_netmapper M =0
SL“““‘ > ir EE covidhate_20200314 json.url
" ] % covidhate_20200309 json.hashtag & covidhate_20200314 json.usage_meast
Recent Iems ¢ covidhate_20200309son.indexed_sentiment & covidhate_20200319 jsonhashtag
[ covidhate_20200309,sonmmf covidhate_20200319,son.indexed_sent
& covidhate_20200309,json & covidhate_20200319 json.mmf
Desktop P covidhate_20200309 son.url & covidhate_20200319js0n
T T R e K& covidhate_20200319 json.url
= % covidhate_20200314 son.hashtag I covidhate_20200319 json.usage_meast
Documents g covidhate_20200314json.indexed_sentiment
& covidhate_20200314,son.rmf
L | % covidhate_20200314 json
This PC
< >
§ File name: | covidhate_20200309.js0n.usage_measures.tsv
Network Files of type: | All Files. ™ Cancel
Concel || <gock || tew> | Fash
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Instructions for ORA: Loading attributes

I
Make sure to click only
abusives and #identities

Match NODE ID with file
column Author

£ Import Data into ORA X

tep 1: Select 3 atbutes e

@ Match Node D with fle column Author 9

O Wateh node atrbute 1S NEWS._AGENGY. it the value from fle column Suer

‘Step 3: Selec the columns of the fleto mport a atrbute values:

tpoms | []32-% queston marks [ssisnall aps [J34-% happy emopticons. | []35-7 sad emopions. [CI36-# angry emoptions. [137-7 embarrased emopticons

ports || D: (7 queston maris D: [sinalcps D: [ hoppy emopticons || D [ 29 empticons D: [ ongry emopticons i [+ embarrosed emogticons]
Type: Text Category. Type: Text Category. Type: Text Category. Type: Text Category Type: [Text Category Type: [Tex Gategory

e voloes? Alow multple vales? Alow multple vales? Alow multple vales? Alow multple vales? Alow multple values? Alow multpl values?

Select Al | | Select o

@~Keepalvalves OKeep rstvaive O Overwrte existing vales:

L] Create nodesfo new names

concel || <mack || et Ensh
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Instructions for ORA: Visualize!

Remove components smaller
Visualize All Communication than 3 nodes

[=-£&2- Twitter JSON covidhate_20200309 Display Options for Large Networks X
-mms Agent : size 10402
ooo Hashtag : size 1297

The network you are displaying has 10492 nodes and 10779 links.
For networks with more than 5000 entities
-ooe Tweet : size 11131 and/or more than 10000 links, display might be very slow.

ooo Url : size 861 Consider these options to parse down the meta-network

oo before loading to improve performance.
-*§® Agent x Agent - Mentioned-By
*3® Agent x Agent - Quoted-By
°3° Agent x Agent - Reciprocal
-®3® Agent x Agent - Replied-By
*3° Agent x Agent - Retweeted-By
°3° Agent x Hashtag

-*3* Agentx Tweet - Sender

["] Remove links with weight less than or equal ta 1B
Select networks to load
Agent x Agent - All Communication

*T° Agentxurl

“1° Hashtag x Hashtag - Co-Occurrence Remove components of size less than or equal to EE
-#3® Tweet x Agent - Mentions [ Hide labels

®3° Tweet x Hashtag [ Hide links
-®%*° Tweet x Tweet - Quoted-By
-*$® Tweet x Tweet - Replied-By [] save as new meta-network in ORA

°3° Tweet x Tweet - Retweeted-By
-*3® Tweet x Url

Cancel

Carnegie Mellon

[ s
Instructions for ORA: Visualize!

Size by identities invoked Color by use of abusive terms

2% Node Size Selector X 28 Node Color Selector X
. File
File
Use ths window to manipulate nodes
Use this window to manipulate nodes by measure value e e s e,
or attribute.
Select an attribute:
Select an attribute: chusie] e
# identities ~ Select a measure:

<select> <
Select a measure: [ invert links for geodesic measu...
<select> ~

[] Geodesic measure radius:
[] tnwert links for geodesic measures

= Lacks an Attribute valu
[] Geodesic measure radius: 1[5 ho
Expand to control individual values.
v
Apply Changes Close Aoply Changes s

# identities Values: [1.0,5.0] abusive Values: [1.0,1.0]
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Sample ORA network visualization

Twitter JSON covidhate_20200309-modified
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Instructions for ORA: Run Reports

Choose Default Settings and

Select Key Entities Ranking Save HTML and CSV Output

£ Generate Reports - Key Entities Ranking X 2% Generate Reports - Key Entities Ranking X
TSI | Reports: select a report to run from the list or by category. Reports can present their results in different formats, Each format produces
Fiter Date T Cotegories ~ Ereferences one or more files that are saved to a specified location. When multple files
are created, each filename will be an extension of the one you give.
Measures E—
Negative Links .y Entities Ranking Select the report formats to create:
Union by Thirds | (Locate Groups osition in the
Transform Data | ||| Measures by Category Orext
Remove Nodes | |change in Key Entities
INetwwork Comparison
(criical Sets 4
lImmediate mpact port. [ason
[Topic Analysis [] PowerPoint Al slides v
(Communicative Power O
[Triad Census POF
|simmelian Ties Analysis v
Enter a directory in which to save the report:
C:\Users\juyheng\Desktop\2020_si\03_ora Browse
Enter a filename without extension:
Key Entties Ranking
<gack || met> Cancel < Back Finish Cancel

38
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Instructions for ORA:

Run Reports

Who Attribute Analysis is
helpful for high-level view

KEY ENTITIES RANKING REPORT

Input data: Twitter JSON covidhate_20200309
Start time: Mon May 18 12:40:57 2020

Data Deseription

Table of Contents

Agent - Who Analysis

Key.Agent - Who Attribute Analysis

How Attribute Analysis

Key_Url - How Analysis

- How Attribute Analysis

Indicators - measures of the as awhole

Produced by ORA, a joint product of the CASOS center at Carnegie Mellon University and Netanomics
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CSVs provide raw metrics for
downstream analysis
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